6.853 Algorithmic Game Theory and Data Science April 7, 2017

Lecture 08
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1 No-Regret Learning in General Games and the Price of Anarchy

In the lecture 6, we learned about Correlated Equilibria which are more general solution concepts than Nash
Equilibria. Furthermore, we saw the No-Swap Regret learning algorithms which converge to Correlated Equi-
libria, which are the extended versions of No-Regret learning algorithms for Nash Equilibria. In this lecture,
we will learn concepts related to social welfare, price of anarchy, and no-regret learning in general games.

1.1 Utility Maximization Games and the Price of Anarchy
1.1.1 Social Welfare

So far we have been analyzing convergence to a solution concept. But, how good are those solution concepts
in terms of quality, i.e. total user satisfaction?

Consider a (finite) game with n players, where player ’s set of possible strategies is given by ;. A strategy
profile s = (s1,892, -+ ,58y,) is a vector of strategies such that s; € 3;. Let ¥ := ¥y x --- x X,,. The utility
of player ¢ is denoted by wu;(s) where u; : ¥ — R. We will measure the quality through the total utility of
players, known as social welfare.

Definition 1. The social welfare for a strategy profile s € ¥ :== 31 X -+ X 3, is defined as the total utility of
all players, i.e.
SW(s) = Zul(s)

We ask the following questions:
e How does the Nash Equilibrium social welfare compare to the optimal social welfare?

e What is the social welfare if players use strategies based on no-regret learning algorithms rather instead
of playing Nash Equilibrium?

Consider an example of n firms and m markets. Each market j has a total demand of v;. Each firm’s
allowed strategy is to pick one market. If n; firms pick market j then each firm gets an equal share = Z—J So
J

if nj(s) = [{i:s; =j}| then u;(s) = nvgs) In this case, the social welfare of the n firms is given by:

SW(s) = Z]l {3 i that picks j}

Jj=1

Now, if all firms pick the high value market then each player gets utility 1. No one wants to deviate as
they would get utility 1 — e. Thus, social welfare when all the players play the Nash Equilibrium strategy, the
social welfare is 3, i.e. SW(NE) = 3. However, the optimal social welfare is each to choose a separate market.
In this case, SW(OPT) = 5 - 2e. More generally, we will be interested in understanding how much more can
the SW(OPT) be relative to the SW(NE).

1.1.2 Price of Anarchy

To characterize the inefficiency of a Nash Equilibrium (NE), the social welfare in the NE is compared with
the optimal social welfare.

Definition 2 (Koutsoupias - Papadimitriou). The Price of Anarchy (PoA) of a game is defined as the
mazimum over all Nash Equilibria the ratio of the optimal social welfare to Nash Equilibrium social welfare,
i.e.

SW(OPT)

PoA = max SW(NE)
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Furthermore, the Price of Anarchy can also be defined for a class of games as follows:

Definition 3. The Price of Anarchy (PoA) of a class of Games (G) the mazimum over all games in G worst
ratio of the optimal social welfare to Nash Equilibrium social welfare, i.e.

SW(OPT)
PoA = 2o G
04 = G NEG) SWINEG)

Let’s go back to the market entry games. We show an example with % = 2. Can PoA be worse?

5

3
Consider the n player market entry game. In this case, SW(NE) = n, whereas SW(OPT) ~ n+n—1=2n—1.
If we take the limit of n — oo, then

SW(OPT) _, 1 nooc
SWINE)  ~ =n '

So if G is the set of all market entry games, then PoA(G) > 2. However, is PoA(G) > 2, i.e does there exists
a market entry game with PoA of greater than 2, or can we show that PoA of class of market entry games is
at most 27

Question: How do we show that PoA(G) < 27
Consider an arbitrary entry game. Let s* be optimal strategy profile. Let s be a Nash Equilibrium profile
(pure for now). We will show that SW(s) > 1SW(s*).
Since s is a NE
v s

Poroui(s) = ui(sh, s-)

Question: How can we use this property to achieve our goal?

Given that s is a NE, no player ¢ wants to deviate from s; to the action s in the strategy profile s* which
gives optimal social welfare, i.e.

wi(s) > wi(sty o) = — i >ve1 s @ | J{sk) p- (1)

k#i
For any set S of markets S, let V(S) denote the total market value of all the markets in set S, i.e

V(S) = ZjGS Vj.
Then, the Nash Equilibrium social welfare is given by SW(s) =V (|J,{s:}) .

Z u;(s) > Zui(sf, S—;) by Nash Eq. condition

nsx (87, s_)

>Zvé*]l sy e U{Sk} by (1)

k#i

zzvs;n{wU{sk}} if AC B then 1{j ¢ A} > 1{j ¢ B}
7 k

> sz;]l {sf ¢ (U{Sk}> U <U{SZ}> } same logic as the line above
i k

k<i

The extra value of s* on top of s

(G )ulgea)) -+ ()

—~

Valuation of all markets in s* but not in s)

v

k

= Z i(s") = Zui(S)

i

W(s") —SW(s)
W(s™) — SW(s)
2.
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1.2 Smoothness and Price of Anarchy of No-Regret Outcomes

We saw that we can upper bound the social welfare of NE to be half that of optimal social welfare. Can we
say something similar for social welfare of some other strategy profiles? This motivates our next question.
Question: What can we say about social welfare when players play strategies learned by no-regret learning

algorithms?

If such no-regret learning algorithm exists for each player i, then we will need to show that

—Zul >—Zul siy st ) —e(T).

Question: Furthermore, can we show that the social welfare of no-regret strategies converge to optimal social

welfare?
That is, can we show

%SW(st) > ;Zt: SW(OPT) —e(T') 7

Observe that we showed, if s is a NE, then

Zui(sf,s_i) > Zuz(s*) — Zuz(s)

(Note that this also holds true even if s is not a NE.) Then, we invoked the definition of Nash Equilibrium

and said
ZW(S) > Zui(5:75—i) > ZW(S*) - Zui(s) O

Definition 4. [(A\, u) - smooth game] A game is (A, ) - smooth if V. s € X1 x «--

optimal:
Zuls S_; >)\Z:uz MZ(S)

An interesting result about (A, u) - smooth games is as follows.

Theorem 1. If game is (A, 1) - smooth then

A

SW(NE) > —2 SW(OPT
( )_1+u (OPT)
— PA<1J;/”L

But, now that we decoupled the proof we can actually show a stronger statement.
Theorem 2. If game is (A, p) - smooth and players use no-regret:
lSW(st) > LSW{OPT) —€(T)
T 1+p
where

lim €(T)—0

T—o0

Proof. By no-regret w.r.t. s*
% Xt: SW(s') =3 % zt: ui(s*
D3 (; Zu<>> — ()
_ (; Et: S uils, sti)> =)

i

(xzux P ) (1)

— ASW(OPT) — Z SW(s") = e(T)

7
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Hence,

1 t A /

Many classes of games have been shown to be (A, u)— smooth ranging
e Routing games - Self-interested players route traffic through a congested network [1].

e Facility location games - Multiple utilities try to place facilities such that it reduces distance to clients
and the number of facilities placed [2].

e Auction games: Generalized Sponsored Search auction, used for selling billions of dollars worth of ad
slots in Google ads.

For instance, market entry games are a special case of the following Valid Utility Game.

Consider a (finite) game with n players, where player i’s set of possible strategies is given by ¥; C 2™, where
m is the number of markets. The social welfare of a strategy profile s is given by SW(s) =V (s1 - U $n),
where V' is a monotone submodular function.

Definition 5. If Q is a finite set, a submodular function V : 2 — R satisfies

e For every x,S,T such that T CSCQ andxz ¢ T,
V(S| =) - V(S) = V(T =} - V(D)

A submodular function V' is monotone if for every T'C S, V/(T') < V(S). Another way to interpret this is
that V(-) is monotone submodular function if V(S JT) — V(T) is decreasing in T.

ui(s) >V U{Sj} -V [ Ufss)

J#i

marginal contribution of s; to value
function

Theorem 3. Valid utility games are (1,1) - smooth.

Proof is identical to market entry games. Just do pattern matching to generalize.
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